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1. Introduction

Under the Strategic Defense Command, KEW Directorate, Georgia Tech is developing a

set of modular VLSI chips that can be used to construct a light weight, low power, and high per-

formance flight computer to guide, navigate, and control (GN&C) advanced kinetic energy weap-

on (KEW) interceptors. This effort involves an in depth study of GN&C algorithms, mod ilariza-

tion of the algorithms, implementation of the algorithms in VLSI chips, testing and evaluation of

die chip sets as a zystem.

1.1. History

From 1975 to 1984, the Computer Engineering Research Laboratory at Georgia Tech was

under contract with the Ballistic Missile Defense Advance Technology Center to develop ad-

vanced high performance computer architectures that are capable of simulating high fidelity con-

trol systems in real-time. The result of this effort was the discovery of a functional processing tech-

nology that enables the construction of parallel cornputers that can meet the stringent real-time

processing requirements of high performance, complex control systems.

Since 1984, this technology has been applied to the design ofa testbed that can be used to

verify the functionality of flight hardware on the ground. The same technology is also being

applied in me design of a set of VLSI chips for an on-board flight computer, except the chip de-

signs will be converted into radiation hardened process.

1.2. Objectives

The primary objective of the GN&C research effort is to develop the technology necessary

to construct a light weight, low power, high performance flight computer for guidance, navigation,

and control of advanced KEW interceptors. The mission of the flight computer is to guide the inter-

ceptor to a point in space during the boost phase, receive update information and orient the inter-

ceptor to a designated target space during midcourse, track the targets and perform necessary ma-

neuvers and divert operations to guide the interceptor into an incoming RV (reentry vehicle) at

the terminal phase.

The bulk of the processing power is required in the terminal phase. During this phase, the

flight computer must process images from a 128x128 focal plane array (FPA), perform various

types of filtering operations on the images, 4nd convert the images into object clusters for tracking.

1.3. Requirements

The basic required interfaces for the GN&C processor are to the Inertial Measurement Unit

and the valves that control the various thrusters in the interceptors. This basic interface requires

relatively low communication bandwidth with the GN&C processor.



During midcourse, it may be necessary for the GN&C processor to receive target informa-

tion and orientation commands from the ground based (or space based) Battle Management Con-

trol Center. As a result, an interface from the GN&C processor to some type of telemetry link is

required. This interface also does not require high data bandwidth.

The interface that requires the most bandwidth is the focal plane array (FPA). The size of

the target FPA is 128x128 pixels. The processing rate for the images from the FPA is 100 frames

per second. At this rate, the GN&C processor must perform all necessary filtering operations to

separate the targets from the background noise. These filtering operations include non-uniformity

compensation, temporal filtering, spatial filtering, and thresholding. After these various signal

processing, the pixels are grouped into objects (clustering operation) and their centroids are calcu-

lated (centroiding operation). Once the targets are clustered, Kalman filtering is performed to track

the movement and to extract the velocity of the targets. Discrimination techniques separate the

targets from decoys. One of them is designated for the purpose of computing the final aim point.

All necessary processing is then performed to guide the interceptor to the designated target.

Computations for the tracking and discrimination, as well as control processing, are car-

ried out in IEEE, 32-bit, floating point numbers.

Based on the computing requirements for the guidance, navigation, and control of KEW

interceptors, the GN&C processor is functionally decomposed into three general classes of proces-

sor architectures: executive processor (GT-EP), data processor (GT-DP), and signal processor

(GT-SP), and executive processor (GT-EP). A fully-connected 8-point crossbar switch connects
the various processor modules in a closely coupled interconnection network. Figure 1 shows the

various functional modules of the GN&C processor. Each processing module is tailored to the

unique computational requirements of each functional block. The result is a parallel processing
system with a computational throughput that meets the most stringent KEW requirements.

2. Existing GN&C VLSI Chip Set

The existing GN&C VLSI chip set can be categorized into 4 subsets: executive processor,

data processor, interconnection network, and signal processor. The VLSI design of all the chips

have been completed. All of the chips have been fabricated or are being fabricated. The chips that

have passed manufacturing testing were delivered to Georgia Tech. Most of the chips have also

been laid out in the system board and run successfully as a system (refer to Testing and Evaluation

report). All chip design databases and documents have been sent to Harris (see Table I and Table 2)

to be converted to radiation hardened CMOS process (AHAT project).

2
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Table 1. Georgia Tech Chip Set for AHAT

Design DV Passed Tape Delivered Fabricated Tested

GT-VFPU/1A 01/17/89 08/03/90 05/19/89 04/04/90

GT-VSNI 01/17/89 05/23/90 04/14/89 04/04/90

GT-VSM8 01/17/89 06108/90 05/06/89 04/04/90

GT-VCTR 02/08/90 07/12/90 07/13/90 07/27/90

GT-VCLS 01/26/90 07/12/90 07/13/90 07/27/90

GT-VSF 09/12/89 07/19/90 07/13/90 07/27/90

GT-VTHR 12/11/90 02/15/91 03/01/91 03/08/91

GT-VDAG 02/22/91 02/25/91 05/01/91

GT-VIAG 03/08/91 03/11/91 05/07/91

GT-VNUC 07/23/91 07/05/91

GT-VTF 07/24/91 08/01/91

GT-VNUC (post DV) 07/23/91 08/16/91

GT-VSF (v.2) 09/12/89 08/16/91 07/13/90 07/27/90

Table 2. Georgia Tech Documents Sent for AHAT

No. Document / Software Item Date Sent

1. Georgia Tech GT-VFPU VLSI Design Verification Document 05/15/90

2. Georgia Tech GT-VSNI VLSI Design Verification Document 05/23/90

3. Georgia Tech GT-VSM8: VLSI Design Verification Document 06/08/90

4. Georgia Tech GT-VCTR : VLSI Design Verification Document 07/12/90

5. Georgia Tech GT-VCLS : VLSI Design Verification Document 07'12/90

6. Georgia Tech GT-VSF: VLSI Design Verification Document 07/19/90

7. Instruction Address Generation GT-VIAG: Programming Model Document (v. 1) 01/03/91

8. GT-EP I/O Interface Specification: Note 01/17/91

9. EP, SNI, SM8 Interconnection Specification: Note (v.1) 01/28/91

10. Georgia Tech GT-VTHR: VLSI Design Verification Document 02/15/91

11. Georgia Tech GT-VDAG VLSI Design Verification Document 02/25/91

12. Georgia Tech GT-VIAG : VLSI Design Verification Document 03/11/91

13. GT-FPU Operating Speed Test Document 04/16/91

14. Staggered Row Focal Plane Array Analysis Document 05/01/91

15. GT-EP Pascal Compiler: Note (v.1), Source Code, and Program Examples 05/06/91

16. Instruction Address Generation GT-VIAG: Programming Model Document (v.2) 06/07/91

17. Georgia Tech GT-VNUC : VLSI Design Verification Document and User Guide 07/05/91
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18. EP, SNI, SM8 Interconnection Specification : Processor Design Document 07/08/91
(-evision to earlier Note sent cn 01/28/91)

19. GT-EP Pascal Compiler: Software User Document 07/08/91
(revision to earlier Note sent on 05/06/91)

20. GT-Seeker/Scene Emulator to GT-GN&C Processor Interface Document 07/19/91

21. Georgia Tech GT-VTF: VLSI Design Verification Document and User Guide 08/01/91

22. Data Address Generation GT-VDAG : Programming Model Document (v.2) 08/16/91

The following sections will describe the functionality of the three p: cessor modules and

the interconnection network. The characteristics of each fabricated chip are presented.

2.1. Executive Processor (GT-EP)

The executive processor provide- overall executive control for the GN&C processor.

Among the tasks to be executed by the executive processor are initialization of the GT-DP and

GT-SP processors, overall system consistency checks, flight phase/mode control, target tracking

functions, and computational support for other devices such as the IMU and control valves. To per-

form these executive functions, the GT-EP processor needs to have access to considerably larger

amounts of instruction and data memory than the GT-DP processor. In addition, the GT-EP pro-

cessor must handle real-time tasks and event scheduling in which fast interrupt response capability

is critical. Furthermore, the GT-EP must be able to support the object processing requirements.

All of this functionality has been incorporated in the GT-EP processor. A total of 5 GT-EP prc-ces-

sors are used on the Georgia Tech GN&C processor shown in Figure 1: one as the executive proces-

sor, one as an I/O processor, and three as object processors. These numbers car, be varied to meet

specific requirements.

As shown in Figure 2, the GT-EP processor consists of six functional 'nits: Instruction

Memory, Data Memory, Instruction Address Generation, Data Address Generation, Arithmetic

Logic Unit, and Network Interface. The arithmetic logic unit uses the GT-VFPU chip developed

for the GT-DP processor (see section 2.2). The network interface uses the GT-VSNI which is con-

nected to an 8-point fully connected crussbar switch (see section 2.3).

Insti a.ction execution for the GT-EP processor is classified as user or kernel. In usei mode,

the instruction address and data address are checked against a pre-specified range. An address out

of range violation will cause an interrupt to an exception handling routine. This feature provides

extra protection for the GT-EP processor to set. ice real-time devices in a real-time environment.

Furthermore, instruction execution for the GT-EP processor is very deterministic, permitting the

GT-EP processor to work under stringent timing constraints.

5
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Two custom VLSI chips are required to implement the instruction address generation unit

and the data address generation unit. These two VLSI chips are designated GT-VIAG and GT-

VDAG. Commercially available EPROM and RAM chips are used for instruction and data

memory in the GT-EP processor. Using external memory for instruction and data memory, instead

of designing it into the VLSI chips, allows flexible memory configurations based on the final sys-

tem requirements. A standard memory interface is incorporated into t- GT-VDAG and GT-

VIAG chips to allow a direct interface with commercially available EPROMs and RAMs.

A more detail description of the GT-EP architecture is documented in paper [33]. The pa-

per was published and presented in the International Symposium on Computer Architecture, May

27-30, Ontario, Canada. The response was very positive and encouraging. The following subsec-

tions describe briefly about the primary functions of each chip (GT-V!AG, GT-VDAG, and GT-

VFPU). The characteristics of the three chips are given in Table 3. An overview of the architecture,

algorithm and features of each chip can be found in last year annual report [34].

Table 3. Key Parameters of GT-VIAG, GT-VDAG, and GT-VFPU VLSI Chips

Chip Name Die Size Power Number of Package Technology
(mil x mil) (W) Transistors

GT-VIAG 417 x 425 1.18 65,190 224 CPGA HP CMOS 1.0 u

GT-VDAG 415 x 410 0.95 54,569 224 CPGA HP CMOS 1.0 u

GT-VFPU 379x363 5.10 53,000 144 CPGA NSC CMOS 1.25 u

2.1.1. GT-VIAG (Instruction Address Generation)

The primary function of this chip is to generate instruction memory address of the next in-

struction. It also generates and controls the instruction fields for the ALU and I/O operations. In

addition GT-VIAG chip supports prioritized interrupts and multitasking. A more detailed descrip-

tion of this chip can be found in [17] - [20].

The chip has been fabricated and currently being tested at the IC level (manufacturing test).

Two engineering samples are at Georgia Tech to be used for system level testing.

2.1.2. GT-VDAG (Data Address Generation)

The GT-VDAG chip is used to generate two address fields for operand fetches and one

address field for result store. Besides direct addressing mode, the chip supports post-index ad-

dressing, for accessing arrays with constant strides, at a rate of one cycle per array element. Rela-

tive addressing is also supported to ease local variable accesses and parameter accesses for recur-

sive procedures. Built-in automatic operand-dependency check circuitry alleviates the need to

I 7



insert NOPS at the end of every basic program block. A more detailed description of this chip can

be found in [13] - [16].

The chip has been fabricated and currently being tested at the IC level (manufacturing test).

Two engineering samples are at Georgia Tech to be used for system level testing.

2.13. GT-VFPU (Fixed/Floating Point Unit)

The actual data computation is performed in this chip. Three data types are supported: floa-

ting-point, fixed-point, and bit-field. The floating-point data type is a single precision, 32-bit

number, in IEEE floating-point format. The fixed-point data type is a 23-bit, signed-magnitude

number. The bit-field data type is an unformatted 32-bit number. The GT-VFPU chip operates

in three pipeline stages: 1 stage for operand fetches, 1 stage for data computation, and 1 stage for

a result store. An automatic operand-dependency scheme is used to control the internal feedback

paths. This feature enables the GT-EP processor to execute scalar computations efficiently. A

more detailed description of this chip can be found in [5] - [8]. The GT-VFPU chip is used by the

GT-DP processor as well.

The chip has been fabricated and successfully tested at the IC level (manufacturing test)

and system level. Eight (8) working parts are at Georgia Tech.

2.2. Data Processor (GT-DP)

The data processor is used to perform numerically intensive tasks for guidance, navigation,

and control of the KEW interceptor. This type of computation is floating-point intensive and re-

quires very high scalar throughput. These computational tasks do not require large amounts of in-

struction and data memory (less than 1 Kbytes). The Georgia Tech Data Processor was designed

to meet these requirements. Four GT-DP processors are shown in. The number can be changed

up or down to meet specific KEW requirements.

As shown in Figure 3 the GT-DP processor consists of four functional blocks: Instruction

Control (GT-VSEQ), Data Control (GT-VDR), Arithmetic Control (GT-VFPU), and Communi-

cation Control (GT-VSNI). Table 4 shows the characteristics of GT-VSEQ and GT-VDR chips.

The follow..g subsections describe briefly the primary functions of GT-VSEQ and GT-VDR.

GT-VFPU has been described in the Executive Processor section (section 2.1). GT- ,'SNI will be

aescribed in the Interconnection Network section (section 2.3).
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Table 4. Key Parameters of GT-VSEQ and GT-VDR VLSI Chips

Chip Name Die Size Power Number of Package Technology
(mil x mil) (W) Transistors

GT-VSEQ 371 x410 0.70 131,000 100 CPGA NSC CMOS 1.5 u

GT-VDR 510 x 450 2.10 242,000 180 CPGA US2 CMOS 1.5 u

1 2.2.1. GT-VSEQ (Sequencer)

The Instruction Control Unit (GT-VSEQ) is mainly responsible for the generation of in-

struction addresses. It receives status flags from the Arithmetic Control Unit (GT-VFPU) and ap-
propriately determines the next instruction address. It facilitates branch-lookahead for efficient

pipelined arithmetic instruction execution. A more detailed description of this chip can be found

in [9] and [10].

The chip has been fabricated and successfully tested at the IC level (manufacturing test)

and system level. Five (5) working parts are at Georgia Tech.

2.22. GT-VDR (Dataram)

I In each computing cycle, the Data Control Unit (GT-VDR) supplies two operands to the
Arithmetic Control Unit (GT-VFPU). In addition, it receives a result from the Arithmetic Control

I Unit for storage. Three addressing modes are supported: direct, indexing, and post-indexing. The

direct addressing mode directly specifies data addresses for two operands in the data memory. The

indexing mode specifies 1 of 16 index registers to add to the data address value from the instruction

memory. The post-indexing mode increments the value of the index at the end of the computing
cycle. A more detailed description of this chip can be found in [11] and [12].

The chip has been fabricated and successfully tested at the IC level (manufacturing test)

and system level. Five (5) working parts are at Georgia Tech.

2.23. GT-VFPU (Fixed/Floating Point Unit)

I The same GT-VFPU chip used in GT-EP is being used in GT-DP. Please refer to section

2.1.3.I
2.3. Interconnection Network

Two VLSI chips are designed to provide the fully-connected communication among van-

ous processor modules (GT-VSM8) and proper network interfacing at each processor module

(GT-VSNI). Table 5 shows the characteristics of GT-VSNI and GT-VSM8 VLSI Chips.

10



Table 5. Key Parameters of GT-VSNI and GT-VSM8 VLSI Chips

Chip Name Die Size Power Number of Package Technology
(mil x mil) (W) Transistors

GT-VSNI 301x272 0.60 54,000 120 CPGA NSC CMOS 1.25 u

GT-VSM8 338 x 326 0.81 49,967 100 CPGA NSC CMOS 1.25 u

I 2.3.1. GT-VSNI (Serial Network Interface)

The GT-VSNI chip is used both in the executive processor (GT-EP) and data processor

(GT-DP). The GT-VSNI chip is the Communication Control Unit, which is used to control the

communication between the GT-DP (or GT-EP) processor and other processor modules con-

nected to an 8-point fully-connected network. The GT-VSNI chip consists of two pairs of

I 32-word FIFOs. One pair of FIFOs is used to communicate with other processors through the

crossbar network. Another pair is used to communicate with the executive processor. Data to the

I crossbar network is transmitted serially in 32-bit data and 7-bit parity packets. The 7-bit parity

performs a single bit error correction and double bit error detection on packets transmitted across

the network. A more detailed description of this chip can be found in [1] and [2].

The chip has been fabricated and successfully tested at the IC level (manufacturing test)

and system level. Six (6) working parts are at Georgia Tech.

2.32. GT-VSM8 (Switch Matrix 8x8)

This chip allows a fully-connected communication among various processor modules in

a closely coupled interconnection network. It is designed as an 8-point crossbar/matrix switch. A

more detailed description of this chip can be found in [3] and [4].

The chip has been fabricated and successfully tested at the IC level (manufacturing test)

and system level. Eight (8) working parts are at Georgia Tech.

2.4. Signal Processor (GT-SP)

The signal processor was designed to process infrared images from a focal plane array

(FPA) with 128x128 pixel resolution at a rate of 100 frames per second. Each pixel is assumed to

have a 12-bit resolution with a dynamic range of 16 bits. The signal processor performs various

filtering operations on the pixel data befo~re clustering them into objects for target tracking and dis-

crimination. The signal processor is decomposed into 8 functional blocks for VLSI implementa-

tion (see Figure 1). The first functional block is the FPA interface (not fully defined yet) which is

used to link the signal processor and the focal plane array. The next block is dithering (GT-VDIT)

for clutter rejection. This operation and its design development are discussed in the next generation

signal processor (GT-SP/2) section.

I 11



I In general, the existing signal processor processes pixel information and outputs clusters

of targets for tracking and discrimination. At the pixel level, non-uniformity compensation (GT-

I VNUC) is used to compensate the non-linearity characteristics of the infrared detector response.

Temporal filtering (GT-VTF) performs time averaging of pixel values across frames to reduce ran-Idom noise and smearing of the images due to jittering of the FPA. Spatial filtering (GT-VSF) re-

duces the effect of spatial noise across pixels and enhances the image contrast. Thresholding (GT-

VTHR) suppresses noise and increases target discrimination by cutting out pixels that exceed a

constant or calculated threshold. Clustering (GT-VCLS) allocates adjacent pixels and clusters

them into targets. Finally, centroiding (GT-VCTR) calculates the intensity and area centroid of

each target in the field of view. These functions combined require a computational throughput in

excess of 600 million operations per second (MOPS).

All of the chips have been fabricated and tested, except GT-VNUC and GT-VTF which

are currently being fabricated at Hewlett Packard. Table 6 shows some characteristics of the GT-

SP VLSI chips. The following subsections describe briefly about the primary functions and algo-

rithm of each chip.

Table 6. Key Parameters of GT-Sr VLSI Chips

Chip Name Die Size Power Number of Package Technology
(mil x mil) (W) Transistors

GT-VNUC 399 x403 1.07 60,000 180 CPGA HP CMOS 1.0 u

GT-VTF 418 x 421 0.93 81,253 180 CPGA HPCMOSI.Ou

GT-VSF 335 x 311 0.80 40,000 100 CPGA HP CMOS 1.0 u

GT-VTHR 405 x 400 0.85 123,807 100 CPGA HP CMOS 1.0 u

GT-VCLS 334 x 390 1.90 67,000 84 CPGA HP CMOS 1.0 u

GT-VCTR 395 x396 1.08 117,000 120 CPGA HP CMOS 1.0 u

2.4.1. GT-VNUC (Non-Uniformity Compensation)

The GT-VNUC is used to compensate nonlinear detector characteristics in the FPA. The

response of each detector is compensated with 4 piecewise linear segments. During calibration,

the FPA is irradiated with five known sources. Based c . the FPA response, 4 linear segments are

constructed for each pixel (see Figure 4). If the output response of a pixel is not monotonically

increasing with monotonically increasing stimuli, the pixel is marked as a bad pixel. During nor-

mal operation, each pixel value is mapped from one of the four linear segments to a common de-

sired response. The output reponse of a bad pixel is taken from the response of the previous pixel.

The chip is currently fabricated at Hewlett Packard.
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03 ---------------- Compensation:

02 - Sample output response-. 0,
- Fui n such that 0<O,<0t

0 - --Calculate I = Pw(O,.n)

To It 12 13

Calibration: Storage Requirement:
- Apply 5 known sources: I. n=[O,41 5 128 128e 16)= 1.3 M bits

- Sample output espone: 0. n=[0,41
- Obtain 4 piecewise linear funcioas:

Pw(O,,n) = 1  (0,-0.)+. forn=[,3](0.1,-0i.)

I Figure 4. Non-Uniformity Compensation

2.4 2. GT-VTF (Temporal Filtering)

The GT-VTF performs time averaging of pixel values across frames. It is used to reduce

random noise across frames as well as smearing of images due to a jittering motion on the FPA.

The GT-VTF is a fourth order temporal filter which computes the output pixel response based on

the current input pixel, the four previous input pixels, and the four previous output pixels. Nine

programmable coefficients are used to program the GT-VTF to conform to desired response char-

acteristics. Based on the values of the coefficients, the GT-VTF functions as a FIR or HR filter.

The functionality of the GT-VTF is illustrated in Figure 5. The chip is currently fabricated at

Hewlett Packard.

2.43. GT-VSF (Spatial Filtering)

The GT-VSF performs filter operations based on the current pixel value and the immediate

eight surrounding pixels. The GT-VSF is used to reduce the effects of spatial noise and to enhance/

reduce the contrast of the FPA image. Four filter coefficients are used to configure the GT-VSF
response characteristics. The four coefficients represent the weighting factors for the current pixel,

the four diagonal pixels, the two horizontal pixels, and the two vertical pixels. The functionality

of the GT-VSF is illustrated in Figure 6.

The chip has been fabricated and successfully tested at the IC level (manufacturing test at

330-ns pixel clock) and system level. Fifty five (55) working parts are at Georgia Tech.
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I Figure 6. Spatial Filtering

2.4.4. GT-VTHR (Thresholding)

The GT-VT-R is used to suppress noise by cutting out pixels that fal outside the range

between a lower and upper threshold. The upper threshold is a constant. The lower threshold is

either a constant or a computed value. The computed lower threshold can either be computed as

I an adjusted threshold or adaptive threshold. Adjusted thresholding allows the lower threshold val-

I 14



Iue to be dynamically adjusted according to the number of pixels passed by the GT-VTHR on the

previous frame. Adaptive thresholding computes the lower threshold based on a statistical average

Iof the 8 pixels which surround the pixel under evaluation. These thresholding schemes are illus-

trated in Figure 7.I
02 ------------ ----------- I Iii 02

01 0-----------------o, otherwise

1. Simple thresholding: 01 & 02 constants

2. Adjusted thresholding: 02= constant, 01 = 0 6
+,#P > N t :frame delay

o= -, #P>N2  #P : number ofpixels passed

Lnop, N, : #P : N2 N1,N2 : programmableconstants13. Adjusted thresholding: 02 = constant, 01 = k1E + kL, + k3; kI 2 0
El = average value over neighboring 8 pixels1LI = absolute sum of the difference between E 1 & neighboring 8 pixels

Figure 7. Thresholding

The chip has been fabricated and successfully tested at the IC level (manufacturing test at

I 350-ns pixel clock) and system level. Fifty one (51) working parts are at Georgia Tech.

2.4.5. GT-VCLS (Clustering)

I The GT-VCLS groups adjacent pixels with non-zero intensity into clusters. Two non-zero

pixels are assigned to a cluster if the distance between them is no more then 1, e.g. pixel p(ij) andIp(kj) are adjacent if (Ii-kl<2) and (Ij-l<2). Scanning the pixels from left to right and top to bottom,

a cluster is complete if no pixel in a row is adjacent to any pixel in the cluster. A parallel scheme

using a 128 entry associative search algorithm is used to identify and group the clusters in the field

of view of the FPA. The GT-VCLS can handle up to a maximum of 4096 objects.

'i he chip has been fabricated and successfully tested at the IC level (manufacturing test at

300-ns pixel clock) and system level. Fifty four (54) working parts are at Georgia Tech.

2.4.6. GT-VCTR (Centroiding)

For each cluster in the field of view identified by the GT-VCLS, the GT-VCTR calculates

I the total area (#A), the total intensity (#), the area centroid(Ax,Ay), and the intensisty centroid
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(I,,Iy). #A is calculated by counting the number of pixels in cluster Pk,

#A = : 1

£j4EPIk

#1 is calculated from the summation of the intensity of the pixels in the cluster Pk,

I#1 = 7,lJ
ij Pk

The area centroid is calculated from

,X (i,h

#A ,and

I Xoj
IA, UEAA= #A

where x(ij) and y(ij) are the x and y coordinates of the pixels in cluster Pk. The intensity centroid

is computed from

tli,j) xui-j)

I= = ep
#1 ,and

Iu,> y , j)
ly =i '

The chip has been fabricated and successfully tested at the IC level (manufacturing test at

330-ns pixel clock) and system level. Fifty five (55) working parts are at Georgia Tech.
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3. Next Generation of Integrated Circuits

3.1.Introduction

3.1.1. History

The VLSI development effort at DETL has been underway for about six years. During that

time, two complete processors have been developed and tested (the data processor and executive

processor), and portions of a third processor are under test (the signal processor). The basic philos-

ophy has been to implement in silicon certain functions known to be useful, either because of pre-

vious designs or because of a problem specification. The result has been a highly successful series

of chips and chipsets which have to date satisfied all requirements for function and performance.

An inevitable consequence of this philosophy is the desire to improve on working designs

once areas of improvement become apparent. It is important to understand that "New and Im-

proved" in the context of VLSI design does not mean that older designs are not useful or successful.

Rather, it means that access to smaller and faster fabrication technologies and more sophisticated

software tools enables a designer to put in features that previously would not have fit onto one chip.

3.12. Objectives

The objectives of the ongoing design effort is simple. How can we make what we have

designed better? Are there any additional requirements that must be met or problems that must

be solved? The answers to these questions come by examining our requirements-both the origi-

nal set and the set that has emerged in the past six years.

I 3.13. Requirements

The original requirements for data processing have remained largely unchanged. Two 10

MHz processor modules have been designed and tested (or are in testing), one with a small chip

count and the other with larger memory capacities. The emerging requirement is for double-preci-

Ision floating point capability. This could be supported very crudely by the existing Executive Pro-

cessor, but with an enormous speed penalty. This has led to the development of a double precision

FPU (GT-VFPU/3) which is described in Section 3.2.1. Another incremental improvement would

be to integrate the three chips that comprise the executive processor into one chip. This would re-

duce chip count and power consumption and possibly increase system speed. This is discussed

in Section 3.2.2.

IThe interconnection among processors is the key to efficient parallel programming. Two

chips currently support interconnection. They are the crossbar itself (GT-VSM8) and an interface

Iwith the crossbar (GT-VSNI). The crossbar supports full interconnection between processors so
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that any processor can be connected in a non-blocking manner to any other processor. These chips

have been fabricated and tested, and a parallel version is under development. This is discussed

in Section 3.3.

Many new requirements have emerged since design work began on the signal processing

chipset. All of the chips are either out for fabrication or back in and installed on functioning boards,

and so no modification is possible for these existing chips. Some features may be installed on fu-

ture chips, and it is these features that are of interest here.

One feature that has a sizable impact on hardware is the use of staggered pixel rows. This

design has been proposed in some focal plane arrays. Pixel geometry is implicitly assumed by the

hardware, and so some of the chips (Spatial Filtering, Thresholding, and Clustering) must be modi-

fied if they are to handle staggered pixels. The geometry of staggered pixels is illustrated in

Figure 8.

Square Pixel Geometry Staggered Pixel Geometry

Figure 8: Square versus Staggered Pixel Geometry

One technique that may be used to speed frame processing is the use of windowing. The

assumption is that if the processor only has to manage a small subset of each frame, entire frames

can be processed much faster. For example, the current processor can process a 128 X 128 frame

at 100 frames per second. If the window size were 64 X 64 pixels, the frame rate could potentially
be increased by a factor of four, since only one-fourth the pixel are being processed. This window-

ing capability is not built into current designs.

Finally, some additional signal processing algorithms have been identified as candidates

for direct silicon implementation. These include dithering (which compensates for a scanning mo-
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tion by the seeker), object feature extraction, and sensor fusion. The latter would combine informa-

tion from a variety of sensors (e.g. visible, near and far infrared and laser radar).

These and various other issues are discussed in the section concerning ongoing signal pro-

cessor design efforts, Section 3.4.
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3.2. Executive Processor

3.2.1. GT-VFPUI3

There are three versions of this chip currently. The first, GTVFPUi, has been fabricated

by National Semiconductor and has been successfully installed in the Data Processor and Execu-

tive Processor. The second version ( "/2" ) was part of an unsuccessful attempt by Harris Semicon-

ductor to fab in the now-defunct Gamma 3 fabline. The third version (GT-VFPU/l a) is the version
in use by the AHAT program. It contains very minor modifications for use in the Executive Proces-

sor.

Two shortcomings have been identified with the current FPU (GT-VFPU/1). First, it does

not directly support double precision floating point instructions. Second, its interface with the GT-

EP could be made more efficient. For these reasons, work has begun on a "next generation" float-

ing point unit, GT-VFPU/3.

The existing FPU design has been extensively modified and will incorporate the following

features. First, all integer operations will be performed in two's complement. (The previous chip

used sign-magnitude.) Second, it will support 8, 16, and 32-bit integers (signed and unsigned)

and 32 and 64-bit floating point numbers. The floating point format will be the IEEE standard.

ThWs range of supported types will simplify future compiler development and insure conformity

to existing standards. A list of opcodes is shown in Table 7.

Taole 7: Complete Opcode List for FPU/3

8-bit Integer 16-bit Integer 32-bit Integer Float

Signed Un- Signed Un- Signed Un- Single Double
signed signed signed (32) (64)

op[6 :4 ] 000 001 010 011 100 101 110 111

op[3:0]

0000 ADD ADD ADD ADD ADD ADD ADD ADD

0001 SUB SUB SUB SUB SUB SUB SUB SUB

0010 MULT MULT MULT MULT MULT MULT MULT MULT

0011 RSUB RSUB RSUB RSUB RSUB RSUB RSUB RSUB

0100 AND AND PACK AND INV AND
EXP SEED

0101 OR OR OR ROUND OR

0116 XOR XOR XOR UPACK XOR
EXP

0111 NOT NOT NOT UPACK NOT
MANT
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1000 SHL SHL SHL ROOT SHL
EXP

1001 SHR SHR SHR ROOT SHR
MANT

1010 ASR PASS ASR PASS ASR PASS ROOT PASS
SEED

1011 ROL ROL ROL ROL

1100 ROR ROR ROR ROR

1101 TOSS TO8U TO8S TO8U T032S T032S

1110 T016S TO16U TO16S TO16U T032U T032U

1111 T032S TO32U T032U T032S TODBL TODBL TODBL TOSGL

The opcodes at the bottom of the table are conversions between formats. There may be

some additional opcodes implemented eventually. A simplified block diagram of the chip is shown

in Figure 9.

Input ,.. Multiplier

Input

1Input Output Output
Unit Floating Point Adder Unit

Barrel Shifter and
H [Integer ALU

I
Figure 9: Block Diagram of GT-VFPU/3

It is currently believed that the chip will be small enough to be manufacturable and fast

enough to run at 10 MHz. Its 10 MHz double-precision capability will make it a strong candidate

to replace both the GT-FPP and GT-FPX boards in the PFP. Using Matra's 1.0 micron fabline,

the current chip size is 440 mils by 410 mils without the pads (which will add at least 50 mils to
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each side) and the current cycle time is 116 ns, which corresponds to a clock speed of 8.6 MHz.

Improvements in clock speed are expected to drive this figure up to 10 MHz.

The chip should be ready for Design Verification by the end of calendar year 1991.

3.22. GT-VEP (JAG / DAG / FPU Integration)

It has been known for some time that the transistor count of the three components of the

EP are so small that it is conceivable all three could fit on one chip. The largest technical hurdles

are the pin count (which would be extremely high) and a sufficiently small and efficient fabline

that can be used by the silicon compiler.

The pin count would be in the vicinity of 300 110's, plus power and ground, as shown in

Table 8. The "Misc" entry includes I/O handshaking, external interrupts and other such signals.

The 64-bit RF bus assumes that a double-precision ALU is available. Further work is needed to

reduce this figure.

Bus Pins Needed

Instruction 136
Pc 26

RF-adr 26

SFadr 26

RF 64

Misc 25
3 Power/Gnd 70

Total 373

I Table 8: /O Count for Combined EP Chipset

A 0.8 micron fabline may be available soon on the compiler, and this will be pursued as

soon as it is available. It is not clear that 0.8 microns will be small enough to enable a design to

be manufacturable. A block diagram of such a system is shown in Figure 10.

I
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Figure 10: Single-Chip Executive Processor

There are two potential payoffs. First, system design is made much simpler because one

chip replaces three. Second, a faster clock speed may be possible because more functions are con-

tained on chip. (Going from one chip to another is extremely costly in terms of speed.)

Another, less ambitious option is to modify the existing IAG and DAG chips and retain the

three-chip configuration of the EP. The bus widths would be expanded from 26 bits to 32 bits and

ideally the speed would improve. This would then entail the development of two new chips (be-

sides the FPU/3), which would be designated GT-VIAG/2 and GT-VDAG/2.
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3.3. Interconnection Network

3.3.1. GT-VPNI

The functional block diagram of the GT-VPNI chip is shown in Figure 11. The Network

Controller arbitrates the data communication between the EP-Bus and the Interconnection Net-

work. Data from the GT-EP processor can be sent to any other processors connected through the

Interconnection Network. Three types of message passing protocols will be supported: point-to--

point, muticast, and interrupt based. A point-to-point channel is a data channel between two pro-

cessors, one as a sender the another as a receiver. To establish a point-to-point channel, a processor

sends an interrupt message to another processor signaling the desire to receive or send. A multicast

channel involves more than two processors. There may be multiple senders and multiple receivers

involved in a multicast transfer cycles. Synchronization is achieved when all the partipaticipating

processors indicate that they are redty to send and receive.

EP-Bu1

I GT-VPNi:
a

twork Network
FEF[ Controller

...... .. Interconnection

Network

Inerut Inerp

- , -i B,.ffer Contoller
------------------------------------II

Figure 11. GT-VPNI Functional Block Diagram

A comparison of the basic features of the GT-VPNI and the GT-VSNI is shown in Table 9.

The basic structure of the GT-VPNI chip is similar to the GT-VSNI. The new GT-VPNI replaces

the host communication port with an interrupt controller. With this arrangement, any processor

on the system can serve as a host. The interrupt mechanism allows the processors to work in a

closely coupled manner to form an effective distributive parallel processing system.
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Table 9. Comparision of GT-VPNI and GT-VSNI

Description GT-VPNI GT-VSNI

EP-Bus Data 64-bit 32-bit

Network Data 10-bit (2-bit ECC) 1-bit

Interprocessor Interrupt Supported Not supported

Transfer Raze 40 MB,'s 2 MB/s

Communication Protocol Point-to-point/ Fixed Sequence
Multicast

3.32. GT-VSM8/2

The existing GT-VSM8 chip supports bit serial transfer operations between eight proces-

sor elements. The transfer rate between any processor pair is 20 Mbits/s. Excluding the error cor-

rection code, the effective transfer rate is actually 16 Mbits/s. The effective throughput is much

higher if one sender broadcasts data to multiple receivers or multiple senders are active in a single

transfer cycle.

The GT-VSM8/2 will improve the existing GT-VSM8 chip in two major areas. The first

area is in transfer speed and the second area in improved capabilities. The speed improvement will

come from the speeding up of the clock speed and transfering data in parallel. A factor of 2 im-

provement can be expected in the increase of clock speed. Another factor of 10 improvement is

achieved by going to byte wide transfers (with two additional parity bits). This would yield a total

expected performance improvement of a factor of 20.

In addition, the GT-VSM8/2 chip will be equipped to handle the three communication pro-

tocols mentioned in the previous section. The new implementation of the GT-VSM8/2 chip essen-

tially distributes the communication sequencing control to each individual GT-VPNI chips. This

results in a more flexible network that can betterly deal with non-determistic types of communica-

tion transactions between the processor elements.

The block diagram of the GT-VSM8/2 chip is shown in Figure 12. The pincount of the

chip might become an issue. Using 10-bit data paths for the GT-VPNI chips would result in 160

pins required for the crossbar switch data lines. An additional 12 pins would be required to setup

the crossbar switch control lines. The Muticast and Interrupt modules may require an additional

120 pins. The pin count could be reduced by combining the pins required for the three functional

modules. This issue will be resolved as the design of the chip progresses.

In addition to the three modules, the GT-VSM8 might require a host port to set up the oper-

ating modes of the modules. An alternative approach would be to program the modules through
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Switch F ' -

GT-PNI 0 DIP GT-PNI 0
II

GT-PNI I GT-PNI 0
GT-PNI 1 GT-PNI 2

GT-PNI 3 0 Interrupt GT-PNI 3

GT-PNI 4 -- Handler GT-PNI 4

GT-PNI 5 - GT-PNI 5

GT-PNI 6 Do- GT-PNI 6

GT-PNI 7 0s GT-PNI 7Controller

-- -- - -- - -- ---- --------------

Figure 12. GT-VSM8/2 Functional Block Diagram

the GT-PNTC. This will save the pin count and increase the flexibility, because the GT-VSM8
can then be programmed from any processor in the system, at the expense of a slight increase in

the chip complexity.

The design of the GT-VSM8/2 chip will strive to maximize the performance and the capbi-

lities of the interconnection network in the following areas:

Data Transfer Speed: the aggregate data bandwidth between a sender and a receiver,

Network Latency : the time required for data to travel from a sender to a receiver,

Channel Setup Time: the time required to establish a connection,

Flexibility: the ability to support flexible communication protocols between processors,

Connectivity: the ability to connect to all processors without going through an intermediate

processor(s),
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Multicast: the ability for a sender to transmit data to multiple processors, including the op-

tiopn to broadcast to all processors including to itself, in a single data transfer cycle.

3.33. Development Status

The development schedule for the GT-VPNI and the GT-VSM8/2 chips is given in the lat-

er section along with the development schedule for the rest of the next generation chip set.

The development effort for the two chips had not been started. The testing and evaluation

of the existing GT-VSNI and GT-VSM8 chips, which is still in progress, will provide va!uable

insights into the new design. Ultimately, the most important issue is whether the existing chipset

is equipped to handle the next generation high performance GN&C processors and in what area

can the next generation chipset improve to make a better and more effective GN&C processor.
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3.4. Signal Processor

3.4.1. GT-VSF/2, GT-VTHR/2, GT-VTF/2, GT-VNUC/2

All four of these existing SP chips will need to be modified to handle staggered pixel rows,

windowing, and a completely variable frame size. (Many support the variable frame size already.)

All of these functions may be carried out by a Programmable Signal Processor (GT-VPSP), which

is discussed in Section 3.4.7.

3.42. GT-VCLS/2 (Clustering)

As above, the Clustering chip will be modified to include handling of staggered rows, win-

dowing, and variable frame size. The clustering function itself is so unique that its implementation
requires special-purpose hardware, and so the GT-VPSP cannot be used.

The use of staggered pixels would dramatically change the connectivity between pixels.

It is a relatively simple feature to add. Variable frame size (and windowing) is more difficult to

support.

3.43. GT-VCTR/2 (Centroiding)

The next generation centroiding chip must also handle bigger FPA (256 x 256), which re-

quire more internal memory within the chip. The windowing and staggered row FPA requirement

will not effect the centroiding design since all proper control signals will be provided by the cluster-

ing chip automatically.

Also, two extra bits of resolution are needed out of the divider, so that overall resolution

is down to 0.25 pixels. This will increase the signal to noise ratio that is "seen" by any subsequent

object processing. Support for other features may be added as well. It remains to be seen if this

function can be incorporated into the GT-VPSP.

3.4.4. GT-VDIT (Dithering)

The Georgia Tech VLSI Dither Processing (GT-VDIT) IC is used to support a mirror dith-

ering method for clutter rejection. This method was developed by Lockheed Missile Space Corp.

(LMSC) as a part of the LATS program.

The input pixel stream for dithering is broken into two time multiplexed phases: Staring

and Scanning. During the staring phase, the focal plane is accumulating fixed frame information.

The staring phase can be thought of as integrating energy from a target. During the scanning phase,

the primary mirror is moved by piezoelectric actuators. This movement causes the input image

to move in a small circular pattern on the focal plane. This motion is termed dithering due to the
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I

I small deviation from center that is desired. The scanning phase can be thought of as integrating

energy from the background. In a simplistic sense, if the scan energy (background) is subtracted

from the stare energy (target), any background clutter is removed. The advantage of this approach
is that both the target energy and the background energy are received by the same physical detector

element. This significantly reduces the fixed pattern noise associated with staring focal plane ar-

rays.

GT-VDIT is designed to accept the time multiplexed inpu: data, along with actuator syn-
chronizing signals and produce an output that effectively removes background clutter. The mathe-
matical representation at each pixel position for dither processing is,

Po(n) = -- P ( -. 2[5 [1= Iar-r t Pi,(m)-tican L=-'Pin(m)+ I Pin(m), tU]

subject to the time line in Figure 13.

1 ran Ware tscan

1 k p r

Figure 13. Dithering Operation Time

Notice that this IC also decimates the input. From the time line, the decimation appears
to be r. The actual decimation is p because the second scan for pixel n is used as the first scan for

pixel n+l. The goal input frame rate for GT-VDIT is 1000 frames per second. The IC is being

designed with provisions to allow the use of FPAs with larger size and/or higher frame rates. Win-
dowing provisions are also being incorporated into GT-VDIT.

3.4.5. GT-VOFX (Object Feature Extraction)

The goal behind the Georgla Tech VLSI Feature Extraction (GT-VOFX) chip set is to pro-
vide target information to the Executive Processor. This additional information will enhance the

Executive Processor's ability to distinguish between different targets. The proposed Object Fea-
ture Extraction chip set is diagrammed in Figure 14. The pixel information coming from the FPA

would first be processed by GT-NUC, GT-VTF, GT-VSF, and GT-VTHR chips. The output of

the GT-VTHR chip would then be sent to the Object Feature Extraction pipeline. The first func-
tion to be performed is a windowing of the image frame around a target of interest. The coordinates
of the centroid to the target of interest are provided by the Executive Processor. This window is

then processed to extract image feature information. This information, which is unique to a specif-
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Iic target, is sent to a Neural Network, which will serve to associate the feature set with a target.

The output of the Neural Network is sent to the Executive Processor. The Executive Processor can

Ithen combine this information with other information it has gathered to make determinations about

the target of interest.

mL (Object Processor)

...ur .... c ..... r ........o

I

bIadese hcFau iure 14. Ojec Feature Extraction manisei htoa inpata
Itaresi he Obewindow a llows the selgetio of trsA secc targe ithnce the ae whenra

the target is too large to be completely visible within the window. The steps to be taken in theI dvlpetthe ObetWindow ciar:determination of the window size to ueforopia

performance; development of an algorithm to perform the actual windowing; the development of
~algorithms to address the issue of multiple targets and targets to large to fit within the window; the

establishment of control signals for the coordination of windowing with the video pipeline.

I The Feature Extraction chip will provide aset of paaeeswhich are unique to a given
target and which are invariant to scale and rotation. The current research is centered around calcu-

I lating the moments of the target and algebraically combining them to form invariant moments.[35]
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This approach is an extension of the the function carried out by the Centroiding Chip. Another

choice would be to use Fourier Descriptors to categorize the target[36]. The invariant moments

are sensitive to the intensity profile while being less sensitive to shape distortions. The Fourier

Descriptors are the opposite. They are more sensitive to shape distortions and less sensitive to the

Iintensity profile. It maybe that the final analysis will show that a combination of both types of

features will yield the optimal solution. The development of the Feature Extraction chip will be

Iclosely tied to the development of the Neural Network chip. The first step is to determine what

set of features combined with the Neural Network will achieve the best results. Once a set of fea-

tures have been selected, the hardware implementation will need to be developed including all con-

trol and synchronization schemes.

The Neural Network will serve the purpose of associating the feature parameters with a tar-

get. The Neural Network currently under investigation is shown in Figure 15. Figure 15 shows

the full interconnection for one node in each layer. It does not show all the interconnections nor

the connections for learning. This is for the sake of legibility. It employs the Back Propagation

model with full interconnection between layers[37]. The Back Propagation model consist of an

input layer of fanout nodes. These nodes perform no computations but are elements which serve

only to distribute the input to the first hidden layer. The input layer is followed by one or more

hidden layers of processing elements. The current design only incorporates one hidden layer.

These hidden layers consist of many processing elements which receive weighted inputs from the

previous layer. These processing elements sum their inputs and then apply a non-linear transfer

function to the total. This result is serves as input to the next layer after being multiplied by a weight

specific to that connection. Following the hidden layer(s) is an output layer. This layer functions
the same as a hidden layer with the exception that it's output serves as the circuit output. The main
advantage of the Neural Network is that it is able, through training, to associate an output with a

given set of inputs without a precise mathematical relationship being known apriori. Through

training, the circuit can be taught to distinguish between different inputs. The closer together the

different inputs, general the more complex the neural network must be to distinguish between the

two. The training requires the presentation of a set of input parameters associated with a target and

the desired output. The output generated by the network is compared to the desired output and an

error term is generated. This error term is back propagated through the network with each layer

adjusting it's weighting of it'. inputs so that the net result has the network output moving closer

to the desired output. This is repeated for all targets of interest until the neural network has achieved

a desired level of operation. The learning process need not be performed on-line. A simulator may

be used to determine the weights to be used and then these weights can be loaded into the circuit.

An advantage of a Neural Network is it's ability to determine relationships among the input data
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Ithat are not readily obvious. Also a Neural Network is not unique to a specific set of targets. To

classify a new set of targets only requires a new set of weights be loaded into the current hardware.

This flexibility allows the Neural Network to be quickly reconfigured to recognize a new set of

targets or to modify the targets it currently recognizes. The Back Propagation model has the advan-

tage of being a feedforward network with communication required between layers but not between

nodes on a layer. This reduces the communication overhead substantially. Also, each output gives

an indication of the probability of a target being in that class. This is opposed to other models which

only determine which classification the target is closest to while providing no information on how

close to other classifications it is. Most neural network implementation are analog. The desire

for the Object Feature Extraction chip set is to use a digital neural network. A digital network will

allow greater accuracy[37] than obtainable through an analog implementation but at the sacrifice

of chip area. A digital implementation will allow easier development of time multiplexing of the

processing elements should this need arise as compared to an analog version. The development

steps for the neural network are: review current models available and determine the one best suited

for this problem; determine the minimum size network needed for implementation; develop a digi-

tal processing element; determine if the network can be fully implemented or will multiplexing

of elements be necessary; develop the control signals for interface with the system.

Input Hidden OutputLyet W Layer W2Layer

INPUTS W 0 OUTPUTS

Wl In P W2In P

Figure 15. Neural Network
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3.4.6. GT-VSEF (Sensor Fusion)

Many future seeker designs involve the use of multiple sensors. Typically these involve

multiple FPA's operating over a wide range of frequencies (e.g. long-wave IR up to visible). More

exotic technologies (such as laser radar or "lidar") may be incorporated as well. Once the infor-

mation from individual sensors has been processed down to a manageable amount of data, it will

be necessary to combine information from these several source in an intelligent manner. The pur-I pose of using multiple sensors is so that information of fundamentally different natures can be com-

bined. One example of this is temperature estimation, which requires intensity measurements from

at least three different frequency bands. Lidar may provide some distance-to-target information

as well. It is not immediately clear what information must be combined, but it is clear that this

function will have to be performed on a real-time basis.

There ae two candidates for this function. The first would be some sort of arithmetic com-

puting engine which would combine numerical data using some pre-defined algorithm. That is,

something like an Executive Processor may do the job. A more ambitious program would be to

use Neural Network technology to combine the information in some meaningful way. This would

be especially appropriate if many fundamentally different sensors were to be fused.

Further study into which sensors to support is needed. The research on neural net is de-

scribed in Section 3.4.5.

3.4.7. GT-VPSP (Programmable Signal Processor)

The main goal of GT-VPSP effort is to have one chip design that can be programmed (by

I software programming) to perform all the algorithms needed for pixel processing, which include

non-uniformity compensation, temporal filtering, spatial filtering, and thresholdirg (see

I NO TAG). In addition, it must be able to handle other vidancements such as bigger FPA size (256

x 256), variable frame rate by windowing, and staggered row FPA.

The type of architecture that will be implemented is being investigated. Ii must handle 100

Hz frame rate for 128 x 128 frame window. The design of the datapath, memory interface, and con-

trol unit are mainly driven by this real time performance requirement. To increase signal-to-noise

ratio and to simplify arithmetic overflow handling, the internal number format to use would be

I22-bit floating point number (1-bit sign, 5-bit exponent, and 16-bit mantissa).

I
I
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Figure 16. Pixel Processing Using GT-VPSP
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4. Summary

3Georgia Tech has been developing a set of modular VLSI chips that can be used to construct

a light-weight, low-power, high performance flight computer to guide, navigate, and control

(GN&C) advanced kinetic energy weapon (KEW) interceptors. This VLSI development effort has

led to two complete processsors (the data processor GT-DP and the executive processor GT-EP)

where six VLSI chip designs (GT-VSEQ, GT-VDR, GT-VSNI, GT-VFPU, GT-VIAG, and GT-

VDAG) were successfully fabricated, tested, and integrated as a system. In the third processor (sig-

nal processor GT-SP), four VLSI chips (GT-VSF, GT-VTHR, GT-VCLS, GT-VCrR) were suc-

cessfully designed, fabricated, tested, and integrated as a system. The remaining two chips

(GT-VNUC and GT-VTF) are currently in fabrication. These three processors can meet the strin-3 gent real-time processing requirements of high performance, complex GN&C systems.

A total of 12 chips had been designed and developed. All except the GT-VTF and the GT-
VNUC chips had been fabricated and tested. All the chips tested had functioned as expected. The

problems encountered so far had been minor. When given an improper sequence of frame control

sequence, the iT-VSF must be turned off to continue function properly. Furthermore, the reading

of a centroid message from the GT-VCLS chips must be done without an interruptions in between.

Work -"ounds are availbale for both of these problems, the former by making sure that the GT-VSF

does not receive an improper sequence of frame control signals, the later by disabling the interrupts

3 while reading the centroid data.

An inevitable consequence of this successful result is the desire to improve on working de-

signs once areas of improvements become apparent. Georgia Tech is challenged by new additional

requirements and other possibilities to enhance some designs. In the executive processor, the3 emerging requirement for double-precision floating point direct inplementation is being pursued.

The aggressive advancement in CMOS device scaling has also led Georgia Tech to integrate the3 existing multiple chips into one chip. To speed up communication among processors, the intercon-

nection chips will support parallel data transfers with non-blocking mechanism.

I Many new requirements have emerged since design work began on the signal processing

'hipset, such as: bigger frame size (256 x 256), variable frame rate by windowing, staggered row3 FPA, more precision on the centroids, and additional signal processing algorithms. To add flexibil-

ity and adaptability to various algorithms, a special purpose superscalar programmable signal pro-3 cessor chip is being developed. This single processor chip design must be able to perform the exist-

ing non-uniformity compensation, temporal filtering, spatial filtering and thresholding

I algorithms, and also meet and support the additional requirements.
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Some additional signal processing algorithms have been identified as candidates for direct

silicon implementation. These include dithering (which compensates for a scanning motion by the

seeker), object feature extraction (which involves some neural networks algorithm), and sensor

fusion. The latter would combine information from a variety of sensors (e.g. visible, near and far

infrared and laser radar).

Finally, the integration of the GN&C processor based on the existing set of VLSI chips is

now taking place. It is important to evaluate the GN&C processor in the context of the overall mis-

sion requirements. The integration of the GN&C processor with the Parallel Function Processor

in a hardware-in-the-loop testing environment will provide many useful insights into the good

and the bad aspects of the existing designs. These lessons must be used to lay the foundation for

the next generation chip set.

A schedule of development is found in Figure 17.
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